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A computational method to solve
fractional-order Fokker-Planck equations
based on Touchard polynomials

Sedigheh Sabermahani’ and Yadollah Ordokhani?

This manuscript presents a new approximation method for fractional-order Fokker-Planck equations based on Touchard
polynomial approximation. We provide new Caputo and extra Caputo pseudo-operational matrices for these polynomials.
Then, utilizing mentioned pseudo-operational matrices and an optimal method, the considered equation leads to a system
of algebraic equations which can be solved by mathematical software. Finally, we illustrate the advantages of the suggested
technique through several numerical examples. Copyright (© 2022 Shahid Beheshti University.
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1. Introduction
In this study, we focus on the following nonlinear time-space fractional-order Fokker-Planck equations [16]
D¥z(x, t) = (—ijm(x, t. z) + DPB(x, t, z)) 2(x, 1), (1)

where (x, t) € [0,1] x [0,1], and 0 < a, 8 < 1. A backward Kolmogorov equation is a kind of fractional-order partial differential
equation as follows

Dz (x, t) = (—Q[(X, £)DF + B (x, t)Dfﬁ) z(x, t), (2

~

subject to the initial condition z(x, 0) = u(x), where u(x) is a known function, (x, t, z) > 0 is a drift coefficient, B(x, t, z) > 0
is diffusion coefficient, z(x, t) is an unknown function. o, 8 are denoted the Caputo fractional derivative, which is defined in Ref.
[11].

The classical form of nonlinear Fokker-Planck equations is achieved by choosing a = =1 in Eq. (1).

Fokker-Planck equations are a class of important equations in mathematics that appear in the modeling of various phenomena
in science and engineering such as polymeric networks, wave propagation, tumor growth, continuous random walk, neuroscience,
nonlinear hydrodynamics, biophysics, DNA and RNA polymerases, marketing and psychology [8, 24, 25, 22]. These equations
are an important class of partial differential equations. These equations are an important class of partial differential equations.
Partial differential equations have wide applications that various computational methods to solve different kinds of these were
developed such as generalized pseudospectral method [3], fractional Lagrande function method [5], general Lagrange scaling
function method [18], a hybrid numerical method [4], and so on.

Actually, the Fokker-Planck equation demonstrates the variation of the probability of a stochastic function in space and time.
Hence it is naturally used to describe the transport of solutes. The Fokker-Planck equation was first used by Fokker and Planck
[17] to explain the Brownian motion of particles.

Recently, a considerable amount of papers have proposed methods for solving the integer or non-integer order Fokker-Planck
equations. Tatari et al solved integer-order these equations using Adomian decomposition method [22]. The variational iteration
method was used to solve the considered problem [12]. Furthermore, Saravanan and Magesh [20] presented a fractional variational
method to solve the linear and nonlinear fractional Fokker-Planck partial differential equations. The finite difference method and
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Fourier analysis were applied for solving the time-space fractional Fokker-Planck equation with a variable force field and diffusion
[15]. Also, the Cubic B-Spline scaling function method proposed in Ref. [10] to solve nonlinear Fokker-Planck equations. In [13],
the generalized Lagrange Jacobi Gauss-Lobatto collocation method applied to solve linear and nonlinear Fokker-Planck equations

On the other hand, Touchard polynomials are introduced by Jacques Touchard in 1939 [23]. Sabermahani et al. [11, 19]
presented Touchard and general Touchard wavelets to find the numerical solutions of two different kinds of fractional problems.

Here, we present an approximation method based on Touchard polynomials. The properties of these polynomials with the
help of designing an optimal method, are the main tools to present the mentioned technique. To do this, new Caputo and extra
Caputo pseudo-operational matrices for Touchard polynomials are proposed. In addition, the process of obtaining these matrices
has a positive effect on reducing the error in the calculation.

Structure of the manuscript

In this paper, our main aim is to modify the computational method to solve fractional-order Fokker-Planck equations, numerically.
This paper is organized as follows. In Section 2, we recall the definition of Touchard polynomials and their properties. In Section
3, we present new achievements of these polynomials. We present Caputo and extra Caputo pseudo-operational matrices, in
this section. In Section 4, we propose a computational method for solving considered equations. Finally, Section 5 will give a
conclusion briefly.

2. Touchard polynomials

Touchard polynomials are also called exponential polynomials, are defined by

e kMxk x d\" .
Tm(x)=e 2 g =e (Xa> e”.

These polynomials Trm(x) are defined by means of the exponential generating functions in the following form

x(et— > t"
e b :ZTm(X)W. (3)
m=0

In addition, the Touchard polynomials of degree m are defined as [9]

Tw(x) = zm:{ v }xk (4)

where { :7 } is the Stirling number of second kind.

Theorem 1 For m > 0, the Touchard polynomials Tm(x) can be calculated by [14]
m m m
Z{ K }Tk(x):x )
k=0

To see the different features of these polynomials, Refs. [14, 2, 1] are suggested.
A function g defined over [0, 1] may be expressed in terms of the Touchard polynomials as

M-1
9(x) = Y gnTm(x) = G'O(x), (5)

the vector coefficient G is given by
G=D"g(x).0(x)), D=(0(x).0(x)),
in which
G=1[90, 91, gu]", O()=[To(x), Tu(x), -+, Tw-1(x)]". (6)
Similarly, suppose that g(x, t) be an arbitrary element of L2([0,1] x [0, 1]), we can approximate this function using Touchard
polynomials as

<

g(x, t) ~ ~ Unn Tm(X) To(t) = ©7 (x)US(1), @)
0 n

=
A

3
I
Il
o
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where the matrix coefficient U is derived as

U=D"{{g(x,t),0(x)), ©(t))D~", D =(e(t),0(t)).

3. New achievements

The object of this section is to introduce the Caputo and extra Caputo pseudo-operational matrices using Caputo fractional
derivative and Touchard polynomials properties.

3.1. Caputo pseudo-operational matrix

Here, we construct the Caputo pseudo-operational matrix for the considered polynomials in the following form
DO(x) =~ ((a, x)O(x), (8)

where ((a, x) = x *n is a pseudo-operational matrix of the fractional derivative with respect to x, which is computed using Eq.
(3) and the property of Caputo fractional derivative, from the following process:

DiTn(x) = DS <i{ v }xk> (9)

m r(k+1) k—a
k } Mk+1—oa)"

- B b

m ) .
where ¢ = { B } I_('—k(ﬂ_ll‘). Now, we can expand x* via the Touchard polynomials, then we get

M-1
Xk ~ ﬁj,ij(X). (10)
Jj=0
Thus, we obtain
M-1 m
DITm(x) ~ x> chwlinTi(x) (11)
j=0 k=0
M—-1 m
= x° Z Cm kg Ti(X),
j=0 k=0
where Emkj = Cmiljk. As a result
M-1 m
DR Tin(x) = x* Z Nk T (X), Nmkj = Z Cm k-
Jj=0 k=0
For example, for M =3, a = % then we have
7 0 0
2
n=10 v 2 08
0 —37 3m
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3.2. Extra Caputo pseudo-operational matrix

In this subsection, we present an extra Caputo pseudo-operational matrix for the Touchard polynomials as follows
D* (x’O(x)) = p(x,a,p)O(x), p=0,1,2,---, (12)

o(x, a, p) is called the extra Caputo pseudo-operational matrix. Using Eq. (3) and the property of Caputo fractional derivative,
each component of the presented matrix is calculated as follows
(7))

Jor ()

r(k + 14 + 1) Xk+p*o¢
Frk+tp+1l-a)

{ } Mk+p+1) &
_\kreTL)
Mk+p+1—-a)

= XY dnad

k=0

approximating x* via Eq. (10), we insert it in the above equation, then we obtain

TN TN R Ti(x) (14)
J=0

D3 (X*Tm(x) = D?(

-
- S

k=0

~3 1[V]s

3

Y

|
x
3 HME
o

D (x*Tm(x))

Q
x

Joa.p
where dm,k,j = dm A

DS (XTwm(x)) = x*% > dat 0,y dehy > dut 1| ©(x), m=0,1,--- ,M—1.

4. Explanation of the method

To solve the considered problems in Egs. (1) and (2), we approximate the function
z(x, 1) = O (x)Z26(t), (15)

where ©7 (x) defined in Eq. (6) and equals to &(t) = [To(t), Ta(t), -, Tn_1(1)]".
By utilizing Caputo pseudo-operational matrix, we obtain the following relations:

“z(x, t) = O (x)Z¢(a, 1)O(1), (16)
Diz(x,t) = © (x)¢" (B, x)Z6(t), (17)

and
DX z(x, t) ~ 0T (x)¢T (28, x)Z6(t), (18)

Now, due to Eq. (1), we approximate the other components of the problem. To do this, for the special case of 2(x, t, z) and
B(x, t, z), we consider

Ax, t,2) =D H()6(D)Fr(2), B(x.t.2) =Y RKs(x)Vs(t)Ts(2), (19)

subject to 9,(x), &,(t), F-(2), Rs(x), Vs(t) and Ts(z) are analyical functions. So, we get

X) = iohirxi, Sr(z = io ij, .ﬁs(X) = 2a/sxsv TS(Z) = iOVWSZW- (20)
i= Jj= = w=
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Due to aforesaid equations, we derive

Alx, t,2)z(x,t) =~ Esﬁ ()6, ()3 (2)z(x, 1) (21)
= Z Zh,rx" S.(t) i‘g,zf] z(x, t)
= L% =0
- iGr(t) iihwxz“]
and 7 -
B(x, t,2)z(x,t) ~ iﬁs(x)%s(tm(z)z(x,t) (22)

D>

s=1

= Z‘Z}s(t) |:ZZ&HSVWSXSZW+1:| .

/=0 w=0

Z ajsX } Us(t) {Z VwsZ } z(x, t)

Next, considering the above equations, we obtain the following approximation:

S het XZJ] (23)

Jj=0

MS

Df (A(x, t,2)z(x, 1)) = > &(t)DF

1

Mgé

o0
=0 j=

hiv £ DP (x z”l)]

> 6(1)

then, using the extra Caputo pseudo-operational matrix, we approximate the above relation. For example, for the special case,
we have

o

D? (x"z(x, t)) ~ 0T (x)p" (x.B,1)ZO(t).

Similarly, we obtain

S o0 o)
DF (B(x, t.2)z(x, 1)) = > Vs(t)DF ZZa,vasxszW“} (24)
s=1 /=0 w=0
So [e%e) o]
= D T(t) D> asvwsDE (XSZW“)],
s=1 =0 w=0

to derive D2 (XSZW“), we can use the extra Caputo pseudo-operational matrix, too. As the next step, we put the all of
approximations derived in this section, into Egs. (1), (2) and the initial condition. Then, we get

Ax, t) = O7T(x)Z¢(a, t)B(t) (25)
- <—Z(‘§r(t) >3 he Jroﬁ( f“)}
+ Z‘Bs(t) |:ZZa/svwsD§5 (stw+1):|> ,
s=1 1=0 w=0
T(x,t) = O'(x)Z¢(a, t)O(t) (26)

S CRICOCREET)
+ B(x. 1) [©7(x)¢T(28.)76(1)] )

and
A(x) =07 (x)Z26(0) — u(x). (27)
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Exact Solution
- a=B=1

-- a=p=0.9

1ol a=p=0.8

a=p=0.7

0.8
a=p=0.6

0.6

0.2

0.0~ 4

X(t)

Figure 1. The exact and approximate solutions for M = N = 2 and different values of a = 3 in Example 1.

Table 1. Comparison of the numerical values of the present method and some existing methods for 8 = 1 and different values
of a in Example 1.

X t a=0.6 a=0.8
TSM CPFK Our method TSM CPEK Our method
0.2 0.25 0.6871 0.4497 0.4497 0.5542  0.4498 0.4498
0.5 0.9384 0.6992 0.6992 0.8167 0.6996 0.6995
0.5 0.25 0.8871 0.6493 0.6492 0.7542  0.6496 0.6496
0.5 1.1384 0.8995 0.8994 10.167 0.8997 0.8997

Now, in order to find the numerical solution of the mentioned equations, we apply the Lagrange multipliers method, design the
following function

J~J =32 N =3[Z] + N2, (28)
where
1 1 1 1
3[2] = / / A2(x, t)dxdt, or J[Z] = / / T3(x, t)dxdt.
o Jo o Jo
Pi=[Xo, A1, -+, Am-1],
Q=[wnl", wWmn=A(xn),
Xm,m=20,1,---, M —1 are zeros of the shifted Legendre polynomials. Here, €2 is the vector containing the Lagrange multipliers.
Therefore, in order to find an extremum for the problem, we solve the following system
oy oy
0z =% ="

Eventually, by computing Z, the numerical solution of the problems is approximately obtained in terms of the Touchard
polynomials using Eq. (15).

5. Numerical results

Herein, we numerically study the proposed scheme on some test problems. We use Mathematica 12.0 for the numerical
simulations.

Example 1. First, in Eq. (1), we consider A(x,t,z) = —1,B(x,t,z) =1 and wu(x) = x. The analytical solution of this
problem for a =8 = 1is z(x, t) = x 4+ t. The scheme introduced in the previous section is utilized for solving this example with
M= N=2. For o =3 =1, we derive the exact solution of the example, while the absolute error of Cubic B-Spline scaling
function method for M = 3 are reported in Ref. [10]. It is clear that the present scheme is more accurate than expressed method.
Fig. 1 shows the approximate solutions attained for the example at different values of o = 3. Besides, in Table 1, we reported
the numerical values obtained by the present method (M = N = 2), Taylor series method (TSM) [7], and Chebyshev polynomial
of the fourth kind (CPFK) [6].

Example 2. In Eq. (1), we consider A(x, t,z) = x,B(x,t,z) = % and w(x) = x. The analytical solution of this problem
fora =B =1is z(x, t) = xe'. In Table 2, we report the comparison of the absolute errors of the present method and finite
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Table 2. Comparison of the absolute errors of the present method and finite difference method for o« = 8 = 1 in Example 2.

X finite difference method finite difference method Present method
h=0.1 h=0.0125 M=2N=8
0.2 3.6010x E° 1 1.3576 x E 12 2.59785 x E 12
0.4 5.0079 x E~% 1.9580 x E~1! 2.50646 x E~12
0.6 1.2281x E~% 47970 x E711 2.59507 x £712
0.8 2.0546 x E~% 8.0241 x E~11 2.50357 x E~12

Figure 2. The plot of absolute error (left) and the approximate solution (right) for M =2, N =8 and a =8 = 1 in Example 2.

Exact Solution
- a=p=1

-- a=p=0.9
a=p=0.8

1.0+ a=p=0.7

a=p=0.6
0.8

a=p=0.5

X(t)

Figure 3. The exact and approximate solutions for M = 2, N = 6 and different values of a = 3 in Example 2.

difference method [21] at t = 1. Also, to show the accuracy of the proposed technique, the plot of absolute error and the
approximate solution for M =2, N =8 and a =6 =1 is displayed in Fig. 2. Also, Fig. 3 shows the approximate solutions
attained for the example at different values of &« = 3 and M =2, N = 6. For more investigation, for a, B # 1, we measure the
reliability by defining the following residual error function

2
R(x, t) = ‘Df‘z(x, t) — <—D§x + D§5%> z(x, t)‘,

Fig. 4 displays the plot of the residual error function for different values of o, 3 and M =2, N = 8.

Example 3. In Eq. (1), we consider A(x, t,z) = £z,B(x, t,z) = xz and u(x) = x. The analytical solution of this problem
fora=B=1isz(x, t) = ﬁ We solve this problem by applying the suggested method. Fig. 5 demonstrate the approximate
solutions attained for the example at different values of = 8 and M = 2, N = 5. In addition, the plot of absolute error and the
approximate solution fora =8 =1, M=2,N =4, and N = 6 are shown in Fig. 6.
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Figure 4. The plot of the residual error function for o = 0.99,8 = 0.9 (left) &« = 0.9,8 = 0.7 (right) and M =2, N = 8 in Example 2.

|
— Exact Solution
. a=p=1
o
100 |- a=B=0.9
r a=p=0.8
0.8 a==0.7 1
[ a=B=0.6
06 a=B=0.5 ]
04l 1
02f B
S
[ .~
0.0 7(/4, N
L | | | | |
0.0 0.2 0.4 0.6 0.8 1.0

X(t)

Figure 5. The exact and approximate solutions for M = 2, N = 5 and different values of a = 3 in Example 3.

Figure 6. The plot of absolute error for a =3 =1, M =2, N = 6 (left) and M =2, N = 4 (right) in Example 3.

6. Conclusions

In this article, we proposed an efficient numerical method to solve fractional-order Fokker-Planck equations. To design this
method, we used Touchard polynomials. First, we presented Caputo and extra Caputo pseudo-operational matrices for these
polynomials. With the help of an optimal method, the considered equation led to a system of algebraic equations. At last,
illustrative examples are given to display the validity and effectiveness of the developed technique. Probably, this method to
solve equations with many conditions is not suitable, because in this case, CPU time used is increased over some approximation
methods. In addition, stability analysis of the suggested method for the numerical solution of the mentioned problem and applying
the method for solving various kinds of fractional equations such as fractional optimal control problems, and delay fractional
differential equations are interesting problems for future works.

Copyright © 2022 Shahid Beheshti University. Comput. Math. Comput. Model. Appl. 2022, Vol. 1, Iss. 2, pp. 65-73



S. Sabermahani and Y. Ordokhani Computational Mathematics and Computer Modeling with Applications
|

Acknowledgments

The authors would like to express their sincere thanks to all referees for their accurate reading and valuable comments and
suggestions.

References

1.

2.

3.

10.

11.

12.

13.

14.
15.

16.

17.

18.

19.

20.

21.

22.

23.
24.

25.

J. T. Abdullah and H. S. Ali. Laguerre and Touchard polynomials for linear Volterra integral and Integro differential equations. In
Journal of Physics: Conference Series, volume 1591, page 012047. IOP Publishing, 2020.

L. Carlitz. Some polynomials of Touchard connected with the Bernoulli numbers. Canadian Journal of Mathematics, 9:188—190,
1957.

M. Delkhosh and K. Parand. Generalized pseudospectral method: theory and applications. Journal of Computational Science, 34:11-32,
2019.

. M. Delkhosh and K. Parand. A hybrid numerical method to solve nonlinear parabolic partial differential equations of time-arbitrary

order. Computational and Applied Mathematics, 38(2):1-31, 2019.

. M. Delkhosh and K. Parand. A new computational method based on fractional Lagrange functions to solve multi-term fractional

differential equations. Numerical Algorithms, 88(2):729-766, 2021.

. H. Habenom and D. Suthar. Numerical solution for the time-fractional Fokker—Planck equation via shifted Chebyshev polynomials of

the fourth kind. Advances in Difference Equations, 2020(1):1-16, 2020.

. H. Habenom, D. Suthar, and M. Aychluh. Solution of fractional Fokker-Planck equation using fractional power series method. J. Sci.

Arts, 48(3):593-600, 2019.

. E. Heinsalu, M. Patriarca, |. Goychuk, G. Schmid, and P. Hanggi. Fractional Fokker-Planck dynamics: Numerical algorithm and

simulations. Physical Review E, 73(4):046133, 2006.

. T. Kim, O. Herscovici, T. Mansour, and S.-H. Rim. Differential equations for p, g-Touchard polynomials. Open Mathematics,

14(1):908-912, 2016.

M. Lakestani and M. Dehghan. Numerical solution of Fokker-Planck equation using the cubic B-spline scaling functions. Numerical
Methods for Partial Differential Equations: An International Journal, 25(2):418-429, 2009.

F. Nourian, M. Lakestani, S. Sabermahani, and Y. Ordokhani. Touchard wavelet technique for solving time-fractional Black—Scholes
model. Computational and Applied Mathematics, 41(4):1-19, 2022.

Z. Odibat and S. Momani. Numerical solution of Fokker-Planck equation with space-and time-fractional derivatives. Physics Letters
A, 369(5-6):349-358, 2007.

K. Parand, S. Latifi, M. Moayeri, and M. Delkhosh. Generalized lagrange Jacobi Gauss-Lobatto (GLJGL) collocation method for
solving linear and nonlinear Fokker-Planck equations. Communications in Theoretical Physics, 69(5):519, 2018.

R. Paris. The asymptotics of the Touchard polynomials. arXiv preprint arXiv:1606.07883, 2016.

L. Pinto and E. Sousa. Numerical solution of a time-space fractional Fokker-Planck equation with variable force field and diffusion.
Communications in Nonlinear Science and Numerical Simulation, 50:211-228, 2017.

A. Prakash and H. Kaur. Numerical solution for fractional model of Fokker-Planck equation by using g-HATM. Chaos, Solitons &
Fractals, 105:99-110, 2017.

H. Risken and J. Eberly. The Fokker-Planck equation, methods of solution and applications. Journal of the Optical Society of America
B Optical Physics, 2(3):508, 1985.

S. Sabermahani, Y. Ordokhani, and H. Hassani. General Lagrange scaling functions: application in general model of variable order
fractional partial differential equations. Computational and Applied Mathematics, 40(8):1-21, 2021.

S. Sabermahani, Y. Ordokhani, K. Rabiei, and M. Razzaghi. Solution of optimal control problems governed by volterra integral and
fractional integro-differential equations. Journal of Vibration and Control, page 10775463221105923, 2022.

A. Saravanan and N. Magesh. An efficient computational technique for solving the Fokker—Planck equation with space and time
fractional derivatives. Journal of King Saud University-Science, 28(2):160-166, 2016.

B. Sepehrian and M. K. Radpoor. Numerical solution of non-linear Fokker—Planck equation using finite differences method and the
cubic spline functions. Applied mathematics and computation, 262:187—-190, 2015.

M. Tatari, M. Dehghan, and M. Razzaghi. Application of the Adomian decomposition method for the Fokker—Planck equation.
Mathematical and Computer Modelling, 45(5-6):639-650, 2007.

J. Touchard. Sur les cycles des substitutions. Acta Mathematica, 70:243—297, 1939.

Q. Yang, F. Liu, and I. Turner. Computationally efficient numerical methods for time-and space-fractional Fokker-Planck equations.
Physica Scripta, 2009(T136):014026, 2009.

P. Zhuang, F. Liu, V. Anh, and |. Turner. Numerical treatment for the fractional Fokker-Planck equation. Anziam Journal, 48:C759—
C774, 2006.

Comput. Math. Comput. Model. Appl. 2022, Vol. 1, Iss. 2, pp. 65-73 Copyright (© 2022 Shahid Beheshti University.



	1 Introduction
	2 Touchard polynomials
	3 New achievements
	3.1 Caputo pseudo-operational matrix
	3.2 Extra Caputo pseudo-operational matrix

	4 Explanation of the method
	5 Numerical results
	6 Conclusions

